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Preliminary: Cross-domain Few-shot Classification
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Few-shot classification with prototypes

An example of conventional few-shot 
classification tasks

Challenges in CFC:

• Numbers of ways & shots 
vary among tasks;

• Discrepancies between 
source and target domains

Phillip Lippe, Tutorial 16: Meta-Learning - Learning to Learn, UvA DL Notebooks v1.2 Documentation.



Preliminary: Prototypical Networks
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Few-shot classification with prototypes

• Construct prototypes:
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Snell et al., Prototypical networks for few-shot learning, NIPS 2017.

NCC-based loss



Previous Works
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Finetuning a transformation on top of 
a universal pretrained backbone

Li et al., Universal representation learning from multiple domains for few-shot classification, ICCV 2021.



Remaining Issue
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High similarities between samples 
from different classes

Omniglot Aircraft Quick Draw CIFAR-10

High similarities between samples from different classes may induce uncertainty and result in misclassification. 



Theoretical Understanding of NCC-loss from HSIC

MOKD: Cross-domain Finetuning for Few-shot Classification via Maximizing Optimized Kernel Dependence

Insights behind NCC-based loss

• Maximize the similarities 
among samples within the 
same class;

• Minimize the similarities 
between samples from 
different classes.



Theoretical Understanding of NCC-loss from HSIC
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Hilbert-Schmidt Independence Criterion



Theoretical Understanding of NCC-loss from HSIC
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Hilbert-Schmidt Independence Criterion

Understandings:

• Under CFC settings, both 
HSIC and NCC-based loss play 
the same role in 
representation learning;

• NCC-based loss is a special 
case of HSIC when the kernel 
is specialized as a linear kernel.



Why high similarities? Kernel.
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Test power maximization

Understandings:

• Under CFC settings, both 
HSIC and NCC-based loss play 
the same role in 
representation learning;

• NCC-based loss is a special 
case of HSIC when the kernel 
is specialized as a linear kernel.

Two drawbacks of the linear kernel:

• An undesirable case that HSIC value is 
zero yet the two variables are dependent 
may happen [1].

• We cannot further optimize a linear 
kernel to increase its capability in 
dependence measure.

Gretton et al., A kernel statistical test of independence, NIPS 2017.



MOKD
MOKD: Cross-domain Finetuning for Few-shot Classification via Maximizing Optimized Kernel Dependence



Experiments
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Meta-Dataset

Triantafillou et al., Meta-dataset: A dataset of datasets for learning to learn from few examples, ICLR 2020.
Requeima et al. Fast and flexible multi-task classification using conditional neural adaptive processes. NeurIPS 2019.



Experiments
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Main results: train on ImageNet only



Experiments
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Main results: train on all datasets



Experiments
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Analyses



Experiments
MOKD: Cross-domain Finetuning for Few-shot Classification via Maximizing Optimized Kernel Dependence

Visualization results



Thank You!

p Empirically, we find that there exist high similarities between NCC-learned representations of data 
from different classes, which may further induce uncertainty and result in misclassification of data. 

p Theoretically, we build a connection between NCC-based loss and kernel HSIC measure and 
demonstrate that both of them maximize the similarities among samples within the same class while 
minimize the similarities between samples from different classes.

p Technically, we propose a bi-level framework, MOKD, to first maximize the test power of kernels 
adopted in kernel HSIC and then optimize the kernel HSIC to control the dependence respectively 
between representations and labels and among all representations.

p Empirically, extensive experiments under several settings are conducted to verify the effectiveness of 
MOKD in improving generalization performance and alleviating the high similarities between samples.

Summary

Paper Code


