
Problem: Representation Learning in FSL Method: maximizing optimized kernel dependence Experiments

Two intuitions of NCC-based loss1, 2 (a.k.a., prototypical loss):
• Pull samples belonging to the class closer to the class centroid;
• Push samples from other classes away from the class centroid
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Issue: High similarity across classes

An interpretation of NCC-based loss from the kernel: With 
a linear kernel (e.g., cosine similarity), under few-shot settings, 
we know that NCC-based loss tends to:
• Maximize similarities among samples within the same class;
• Minimize similarities between samples from different classes.

Core ideas:
• Introduce more powerful kernel. linear è Gaussian/IMQ
• Test power maximization. sensitivity to dependence of the kernel 🆙

Implementation: Bi-level optimization framework
Two phenomena:
• The similarities among samples 

within the same class are high 
• High similarities between 

samples from different classes 

Paper Code Slides

Representation learning perspective:
• Maximize similarities among samples within the same class;
• Minimize similarities between samples from different classes

A lower bound of NCC-based loss:

More powerful kernels are required 
to learn desirable representations. 🧐

Test power is used to measure the probability that, for particular two
dependent distributions and the number of samples 𝑚, the null hypothesis
that the two distributions are independent is correctly rejected.

With unbiased HSIC estimator "HSIC!, under the hypothesis that the 
two distributions are independent, the CLT implies that test power 
can be formulated as:

Test power maximization: select an optimal parameter (e.g., bandwidth of 
Gaussian kernel) to maximize HSIC/𝑣, where 𝑣 can be estimated4.

Connection between NCC-based loss & HSIC3:

Main objective:

1. Snell et al., Prototypical networks for few-shot learning, NIPS 2017.
2. Li et al., Universal representation learning from multiple domains for few-shot classification, ICCV 2021.

3. Gretton et al., Measuring statistical dependence with Hilbert-Schmidt norms, ALT 2005.
4. Song et al., Feature selection via dependence maximization, JMLR 2012.
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Details of MOKD:

Given a list of candidate bandwidth: Σ = 𝜎8, 𝜎9, … , 𝜎: .

1. Randomly sample a new task and get the representation-label pairs: 𝑍, 𝑌;

2. Perform test power maximization to select the optimal bandwidth:

3. Iteratively minimizing the objective and update the parameters:
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